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‘99 Years of Relentless Journey Towards
Engineering Advancewment for Nation Building”

On behalf of Punjab & Chandigarh g\te Centre of the Institution of Engineers (India),
| feel highly privileged to welcome you all on Two Days All India Seminar on “Recent
Trends in Image Processing for Al Implementation” organized by the Institution of
Engineers (India), Punjab & Chandigarh State Centre in association with Baba Banda
Singh Bahadur Engineering College, Fatehgarh Sahib under the aegis of Computer
Division Board of IEI during February 7 - 8, 2019 at BBSBEC Campus, Fategarh Sahib.

The Seminar is aimed to’provide a platform that brings together researchers, innovators
and students alongwith industrial professionals focusing on aspects of Atrtificial
intelligence (Al). Artificial Intelligence has become a very popular expression in recent
years. The last century was rich in innovation, especially in mathematics, giving hope of
reaching this goal, but many technical or conceptual gaps have buried the various
initiatives. Today, however, thanks to tremendous progress over the past twenty years
in terms of computational capacity, data accumulation, improvements in mathematical
tools, all at reduced cost, we actually can see the birth of Al. | am confident that the
deliberations of the Seminar will provide a unique forum to the participants to exchange
their opinion on the topic.

My best wishes to all the organizers and participants for seeking this path towards
gaining and spreading knowledge.

| eagerly look forward for the fruitful discussions during the various technical sessions.

| wish the Seminar a great success.

/‘%nak Raj Garg FIE
Chairman

Punjab & Chandigarh State Centre
The Institution of Engineers (India)
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| deem it my pleasure and privilege for beh.}g.a part of the Two Days All India Seminar
on “Recent Trends in Image Processing for Al Implementation” organized by the
Institution of Engineers (India), Punjab & Chandigarh State Centre in association with
Baba Banda Singh Bahadur Engineering College, Fatehgarh Sahib under the aegis of
Computer Division Board of IEI during February 7 - 8, 2019 at BBSBEC Campus,
Fategarh Sahib.

The topics of the Seminar i.e. “Recent Trends in Image Processing for Al
Implementation” defined as intelligence exhibited by machines, has many applications
in today's society. More specifically, it is Weak Al, the form of Al where programs are
developed to perform specific tasks, that is being utilized for a wide range of activities
including medical diagnosis, electronic trading, robot control, and remote sensing. Al
has been used to develop and advance numerous fields and industries, including
finance, healthcare, education, transportation, and more.

Brainstorm of the learning community with the learned experts’ community will surely be
helpful in creating new ideas with best solutions in Research. | congratulate the
Chairman, Honorary Secretary, dedicated team of the centre and convener for their best
initial moves towards benefitting the young brains for a better India in future through this
event and | wish you all Success.

Sat).
Professor (Dr.) T.S. Kamal
FIE, FIETE, Life Sr. MIEEE (USA)



The Institution of Engineers (India)
[Established 1920, Incorporated by Royal Charter 1935]
PUNJAB & CHANDIGARH STATE CENTRE
Madhya Marg, Sector 19-A, Chandigarh-160019

‘99 Years of Relentless Journey Towards
Bngineering Advancement for Nation Building”

TR R
It is my pleasure and privilege for being a part of the Two Days All India Seminar on
“Recent Trends in Image Processing for Al Implementation” organized by the
Institution of Engineers (India), Punjab & Chandigarh State Centre in association with
Baba Banda Singh Bahadur Engineering College, Fatehgarh Sahib under the aegis of
Computer Division Board of IEI during February 7 - 8, 2019 at BBSBEC Campus,
Fategarh Sahib.

Areas of artificial intelligence deal with autonomous planning or deliberation for robotical
systems to navigate through an environment. A detailed understanding of these
environments is required to navigate through them. Information about the environment
could be provided by a computer vision system, acting as a vision sensor and providing
high-level information about the environment and the robot.

Artificial intelligence and computer vision share other topics such as pattern
recognition and learning techniques. Consequently, computer vision is sometimes seen
as a part of the artificial intelligence field or the computer science field in general.

| am hopeful that this Seminar will be a great success in our effort to aware and
exchange the recent technologies and innovations in the field of “Image processing for

Al Implementation”.

Sukhvir Singh Mundi FIE
Honorary Secretary

Punjab & Chandigarh State Centre
The Institution of Engineers (India)
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Principals’ Message

It gives me immense pleasure to welcome all the delegates to the All India Seminar on

Recent Trends in Image processing for Al implementation being organized by The

Institution of Engineers (India) Punjab and Chandigarh State Centre in association

with Department of Computer Science and Engineering of Baba Banda Singh Bahadur
. Engineering College, Fatehgarh Sahib, Punjab from 7-8 February 2019.

This seminar would serve as a perfect platform to bring together distinguished
scholars to interact and share their expertise. The plenary sessions incorporating
presentations and discussions by experts will certainly create awareness of the
intricacies of the subject.

The participation of number of eminent scholars, scientists, educationists, and students
on this occasion shall have a significant impact on the society through deliberations on
a range of articles on image processing in a wide spectrum of applications.

I am certain that thoughts emerged during the Seminar will end up with key
recommendations in recent trends in image processing applications and in particular
for their implementation in Al

I would like to make this Seminar a memorable event by offering sufficient
opportunities and hope that you will enjoy the hospitality.

I wish the Sgminar a great success.

MajK
-

(Dr.) Gurcharan Singh Lamba, VSM (Retd)

Chandigarh Road, Fatehgarh Sahib, Punjab - 140 407 (India)
Ph : 01763 503056, 503067, 1800-137-2015 (Tool-free) Fax: 01763 503139
Website : www.bbsbec.edu.in  E-mail: principal@bbsbec.ac.in
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Message from Convener

It is indeed a matter of pride to warmly welcome you all to All India Seminar on Recent
Trends in Image processing for Al implementation being organized by Department of
Computer Science and Engineering of Baba Banda Singh Bahadur Engineering College,
Fatehgarh Sahib, Punjab in collaboration with The Institution of Engineers Punjab and
Chandigarh state centre from 7-8 February 2019.

Research in all the fields of Engineering and Technology has to be undertaken eamestly,
with the objective of original findings in new realms.I trust that the seminar will not only
provide a useful forum to the participants to share their expertise in the field of image
processing but will also be professionally beneficial to them.

It’s our proud privilege to acknowledge our sincere gratitude to all the eminent experts
who have spared their valuable time for this seminar. The deliberations would certainly
lead to emergence of new ideas to find new pathways related to image processing
applications and its implementation in Al.

I hope the delegates will have a comfortable stay and they will enjoy the traditional
hospitality offered by the city.

Convener

Chandigarh Road, Fatehgarh Sahib, Punjab - 140 407 (India)
Ph : 01763 503056, 503067, 1800-137-2015 (Tool-free) Fax: 01763 503139
Website : www.bbsbec.edu.in E-mail: principal@bbsbec.ac.in
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Message from Organizing Secretary

It is my great pleasure to welcome you to the All India Seminar on Recent Trends in
Image Processing using Artificial Intelligence on 7-8 February 2019. It has been a real
honor and privilege to” serve as the Organizing Secretary of the event. Seminar has
provided a cross-disciplinary venue for researchers to address the rich space of Image
Processing and Artificial Intelligence. The program spans two days and includes four
keynote lectures followed by technical presentations. It will provide ample opportunities
for discussions, debate, and exchange of ideas and information among participants.

[ would like to express my appreciation to the Convener of the event, Dr. Baljit Singh for
his valuable contribution in assembling the high quality conference program. I would like
to acknowledge the efforts of Dr. Navneet Kaur Sehgal, convener paper review
committee, and committee members for their invaluable help in the review process.

I am also grateful to all the authors who trusted the conference with their work. Special
thanks to the Keynote Speakers, Dr. Sujata Pal, Dr. Gurleen Ahluwalia, Dr. Sarabjeet
Singh and Dr. Akashdeep Sharma for sharing their views on current research topics. I
appreciate the support of The Institution of Engineers Punjab and Chandigarh state
centre. Likewise, I would also like to express my appreciation to the program and
advisory committee, as well as to the Session chairs for their extraordinary preparation of
the invited sessions. I look forward to an exciting event of insightful presentations,
discussions, and sharing of technical ideas with colleagues from around the region. I
thank you for attending the seminar and I hope that you enjoy your visit to
BBSBEC.

M.qai_
Puneet Mittal
Organizing Secretary

Chandigarh Road, Fatehgarh Sahib, Punjab - 140 407 (India)
Ph : 01763 503056, 503067, 1800-137-2015 (Tool-free) Fax: 01763 503139
Website : www.bbsbec.edu.in  E-mail: principal@bbsbec.ac.in
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on

RECENT TRENDS IN IMAGE PROCESSING FOR Al IMPLEMENTATION

Organized by

THE INSTITUTION OF ENGINEERS (INDIA)
PUNJAB AND CHANDIGARH STATE CENTRE

in association with

Baba Banda Singh Bahadur Engineering College, Fatehgarh Sahib-140407

Date: 07-02-2019

11:00 am-12:30 pm

Key Note Lecture by Dr. Sujata Pal AP, 11T Ropar

01:30 pm - 03:00 pm

Key Note Lecture by Dr. Akashdeep Sharma, AP, UIET, Chandigarh

Technical Session—1(03:00 pm —5:00 pm)

Session Coordinator

Prof. Sukhwinder Sharma, Assistant Professor, BBSBEC, Fatehgarh Sahib

Session Chair

Dr. Navdeep Singh, Associate Professor, MGC, Fatehgarh Sahib

Paper No. | Name of Paper Author Name(s)
Parvinder Kaur, Computer Science &Engineering Shaheed Udham Singh
. College of Engineering & Technology Mohali, India.
AIO0L | Two Step Image Denoising Manpreet Kaur, Computer Science & Engineering Shaheed Udham
Singh College of Engineering & Technology Mohali, India.
Samanjeet Kaur, Department of Computer Science and Engineering
Segmentation of Speech into Baba Banda Singh Bahadur Engineering College Fatehgarh Sahib, India.
Al_002 Syllables Puneet Mittal, Department of Computer Science and Engineering Baba
Banda Singh Bahadur Engineering College Fatehgarh Sahib, India.
. Payal, Research Scholar UIET, Panjab University, Chandigarh.
Al_003 A stu_dy of Deep Learning Ak)::\shdeep Sharma, Assistant Profejssor UIET, Pyanjab Unslersity,
Architectures for object detection Chandioarh
garh.
Fruit Image Enhancement method ;?arnmda;qr;c:eep Singh Gill, Research Scholar Punjab Technical University
AL004 gast?g];gt%?‘dj;;ﬁ ! F:Sggmgl_ odic Baljit Singh Khehra, Professor & Head Department of CSE Baba Banda
P g y Log Singh Bahadur Engineering College Fatehgarh Sahib.
Al_005 ﬁ d%;l?;‘a?;rlnlr\ln:t:}\/locifeneratlve Pratik Joshi, B.E Student, UIET Panjab University, Chandigarh.
K- Nearest Neighbor Gulshan Bleem, Department of Computer Science and Engineering Baba
Al 006 Classification for the cancer Banda Singh Bahadur Engineering College Fatehgarh Sahib, India.
- patient data for the disease Ishpreet Singh Virk, Department of Computer Science and Engineering
detection Baba Banda Singh Bahadur Engineering College Fatehgarh Sahib, India.
Ravneet Kaur, Computer Science & Engineering ShaheedUdham Singh
Soft Computing Approach to College of Engineering & Technology Mohali, India.
AI_007 Image denoising Parvinder Kaur, Computer Science & Engineering ShaheedUdham
Singh College of Engineering & Technology Mohali, India
Harjit Kaur, Department of Computer Science and Engineering Baba
Performance Comparison of Banda Singh Bahadur Engineering College Fatehgarh Sahib, Punjab,
Homogenous and India.
Al_008 Heterogeneous Clustering Sukhwinder Sharma, Department of Computer Science and Engineering
Techniques in WSNs Baba Banda Singh Bahadur Engineering College Fatehgarh Sahib,
Punjab, India.
Ramanjot Kaur, Assistant Professor Computer Science & Engineering
Baba Banda Singh Bahadur Engineering College Fatehgarh Sahib, India.
Al 009 Intelligent Vision Extraction: A Sandeep Kaur, Assistant Professor Computer Science & Engineering
- Review Baba Banda Singh Engineering Bahadur College Fatehgarh Sahib, India.
Nishu Chaubey, Student Computer Science & Engineering Baba Banda
Singh Engineering Bahadur College Fatehgarh Sahib, India.
lTS?rtl\g (Ii’rgnseifal{[zgz %ssst?s;Tner;t Wellington Amponsah, Computer Science and Engineering Department
Al_010 ShaheedUdham Singh College of Engineering and Technology Tangori

Rural Banking Environment: The
Case of Akuapem Rural Bank

Punjab, India.
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Technical Session— 1l (03:00 pm —5:00 pm)

Session Coordinator

Prof. Gurpreet Kaur, AP, BBSBEC, Fatehgarh Sahib

Session Chair

Dr. Baljit Singh Professor, BBSBEC, Fatehgarh Sahib

Paper No. Name of Paper Author Name(s)
Taranpreet Singh Computer Science and Engineering, Student Baba
Al 011 Perspectives of Green Banda Singh Bahadur Engineering College Fatehgarh Sahib, Punjab.
- Computing. Arshdeep Singh Computer Science and Engineering, Student Baba
Banda Singh Bahadur Engineering College Fatehgarh Sahib, Punjab.
Arshdeep Singh CSE, Student Baba Banda Singh Bahadur Engineering
Al 012 Actions on Google: Developer | College, Fatehgarh sahib, Punjab, India.
- Platform for Google Assistant. | Taranpreet Singh CSE, Student Baba Banda Singh Bahadur
Engineering College Fatehgarh sahib, Punjab, India.
Shelly Research scholar, Department of Electronics and
. . communication Punjabi University Patiala,Punjab, India
Al_013 gi\t/e'i\?iloiaper on Skin Cancer Balkrishan A.P., Computer Engineering Section, Yadavindra College
' of Engineering, GKC, Punjabi University Talwandi Sabo, Bathinda,
Punjab, India
Jaswinder Kaur Department of Computer Science and Engineering
Flow Oriented Channel Eﬁr?;i kI)3anda Singh Bahadur Engineering College Fatehgarh Sahib,
Al014 Ovsifggge'\r} efs%rl\'}ﬂel,:\f;oﬁgdlo Jatinder Singh Saini Department of Computer Science and Engineering
' Baba Banda Singh Bahadur Engineering College Fatehgarh Sahib,
Punjab
Studying Effects of training a Elarj_ot SlpghéC"ompu':\e/lr r?cll_enlc?j & Engineering, Chandigarh
Al_015 neural net after expected results ngineering L-oflege, Vionall, India . .
are obtained. Gurleen Kaur, Computer Science & Engineering, Chandigarh
Engineering College, Mohali,India
Manjot Kaur, Department of Computer Science Engineering,
Al 016 A Review of Digital Image Chandigarh University,Mohali , Punjab (India)
- Processing Application Areas. Navneet Kaur, Department of Computer Science Engineering,
BBSBEC, Fatehgarh Sahib,Punjab (India)
Anju Bala, Assistant Professor, CSE Department Chandigarh
Al 017 Attendance Systemusing Face | University Chandigarh, India.
- Recognition. BhavnaUpadhyay, Student BE, CSE Department Chandigarh
University Chandigarh, India.
Al 018 Emergence of Artificial Neelam Rana, CSE Department Baba Banda Singh Bahadur
- Intelligence in Defense Sector. | Engineering College Fatehgarh Sahib.
Arshpreet Kaur, Associate Professor, Computer Science Engineering,
Al 019 A Self-tuning System for Big Chandigarh University, Mohali, India. o
- Data Analytics. Amritpal Singh, Student BE, Computer science engineering
Chandigarh University Mohali, India.
. . Deepak Kalia, Department of Computer Science and Engineering Baba
Al 020 :)r:rl):zcutlf Hgg?ggggcfsmgm”cs Banda Singh Bahadur Engineering College Fatehgarh Sahib, Punjab.

Clustering.

Puneet Mittal, Department of Computer Science and Engineering Baba
Banda Singh Bahadur Engineering College Fatehgarh Sahib, Punjab.
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THE INSTITUTION OF ENGINEERS (INDIA)
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Date: 08-02-2019

09:30 am -10:45 am

Key Note Lecture by Dr. Gurleen Ahluwalia, AP, University
College, Ghanour

11:00 am -12:30

Key Note Lecture by Dr. Sarabjeet Singh, UIET, Chandigarh

Technical Session— 11l (10:00 PM -2:00 PM)

Session Coordinator

Prof. Ishpreet Singh, AP, BBSBEC, Fatehgarh Sahib

Session Chair

Dr. Williamjeet Singh, AP, Punjabi Uniwersity, Patiala

Paper No.

Name of Paper

Author Name(s)

Al_021

Impact of Coupling and Cohesion
Metrics on Fault Prediction using
Clustering.

Ashmeet Kaur, Student, Department of Computer Science and
Engineering, Baba Banda Singh Bahadur Engineering College
Fatehgarh Sahib

Puneet Mittal, AP, Department of Computer Science and
Engineering, Baba Banda Singh Bahadur Engineering College
Fatehgarh Sahib

Al_022

Digital Image Watermarking
Techniques: A Comprehensive Survey.

Harneel Kaur Cheema, Department of Computer Science and
Engineering Baba Banda Singh Bahadur Engineering College
Fatehgarh Sahib

Al_023

Wireless Sensor Networks And Its
Applications: A Review.

Sandeep Kaur Saini, PG Research Scholar, Baba Banda Singh
Bahadur Engineering College Fatehgarh Sahib

Al_024

Information Extraction with the help of
Machine Learning.

Hema, Assistant professor Department of Computer Science and
Engineering Chandigarh University, Gharuan

Shourya, Student BE Department of Computer Science and
Engineering Chandigarh University, Gharuan

Al_025

Benefits of P2P technologies.

Geetika, Assistant Professor, CSE, Chandigarh University,
Gharuan Chandigarh, India

Abhinay Pathania, Student, BE CSE, Chandigarh University,
Gharuan Chandigarh, India

Al_026

Unfolding Smartness of Neural Nets.

Tarandeep Singh, B.Tech Scholar, Department of CSE Baba
Banda Singh Bahadur Engineering College Fatehgarh Sahib
Perminder Kaur, Assistant Professor, Department of CSE Baba
Banda Singh Bahadur Engineering College Fatehgarh Sahib
Ravneet Kaur, Assistant Professor, Department of CSE Baba
Banda Singh Bahadur Engineering College Fatehgarh Sahib

Al_027

Security In Applications of Blockchain
and their Enhancement.

Ramanjit Kaur, B.Tech Scholar, Department of CSE Baba Banda
Singh Bahadur Engineering College Fatehgarh Sahib

Perminder Kaur, Assistant Professor, Department of CSE Baba
Banda Singh Bahadur Engineering College Fatehgarh Sahib
Latashi Bector, B.Tech Scholar, Department of CSE Baba Banda
Singh Bahadur Engineering College Fatehgarh Sahib

Ravneet Kaur, Assistant Professor, Department of CSE Baba
Banda Singh Bahadur Engineering College Fatehgarh Sahib




Al_028

Review Paper on Automatic Braking
System using fuzzy logic.

Ramandeep Singh, Computer Science & Engineering, Baba
Banda Singh Engineering Bahadur College, Fatehgarh Sahib
Shivam Gupta, Computer Science & Engineering, Baba Banda
Singh Engineering Bahadur College, Fatehgarh Sahib
Harshdeep Kaur, Computer Science & Engineering, Baba Banda
Singh Engineering Bahadur College, Fatehgarh Sahib

Ramanjot Kaur, Computer Science & Engineering

Baba Banda Singh Engineering Bahadur College, Fatehgarh
Sahib

Al_029

An Deep Insight into IOT
Technologies and Applications.

Amrita Preet Kaur, M. Tech Scholar, Dept of Computer
Engineering, Baba Banda Singh Bahadur Engineering College,
Fatehgarh Sahib, India

Al_030

Introduction to Cloud Computing
Paradigm.

Anmoldeep Singh, Student CSE, Baba Banda Singh Bahadur
Engineering College Fatehgarh Sahib

Sandeep Kaur, CSE Dept, Baba Banda Singh Bahadur
Engineering College Fatehgarh Sahib

Preetinder Kaur, CSE Dept, Baba Banda Singh Bahadur
Engineering College Fatehgarh Sahib

Al_031

A Review Paper on Problem Solving
Methods in Artificial Intelligence
using Searching.

Amandeep Kaur, Student, CSE, Baba Banda Singh Bahadur
Engineering College, Fatehgarh Sahib

Amandeep Kaur, Student, CSE, Baba Banda Singh Bahadur
Engineering College, Fatehgarh Sahib

Preetinder Kaur, CSE, Baba Banda Singh Bahadur Engineering
College, Fatehgarh Sahib

Harshdeep Kaur, CSE,Baba Banda Singh Bahadur Engineering
College, Fatehgarh Sahib

Al_032

HMM Based POS Tagger for Punjabi.

Simrat Walia, Department of CSE, Baba Banda Singh Bahadur
Engineering College, Fatehgarh Sahib

Al_033

Android Application Development to
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Abstract—Images are often corrupted with noise during
acquisition, transmission, and retrieval from storage media.
Many dots can be spotted in a Photograph taken with a digital
camera under low lighting conditions. The images are often
used further for some applications. S o noise removal is a pre -
processing step in most of the application. In this paper at first
step the non-local means filter is used for noise removal. In the
second step a hybrid approach is used to optimize the result of
first step. Ant colony optimization is used in combination with
bacterial foraging optimization. The proposed method is
compared with the state of the art technique and performs
better.

Keywords—non-local, ant-colony, bacterial foraging, denoising.

I. INTRODUCTION

Digital images play an important role in many applications
such as geographical information systems as well as it is the
most vital part in the field of medical science such as
ultrasound imaging, X-ray imaging, Computer tomography
and MRI. A very large portion of digital image processing
includes image restoration. Image restoration is a method of
removal or reduction of degradation that are incurred during
the image capturing. Degradation comes from blurring as
well as noise due to the electronic and photometric sources.
Blurring is the form of bandwidth reduction of images
caused by imperfect image formation process such as relative
motion between camera and original scene or by an optical
system that is out of focus. Noise is unwanted signal that
interferes with the original signal and degrades the visual
quality of digital image. The main sources of noise in digital
images are imperfect instruments, problem with data
acquisition process, interference natural phenomena,
transmission and compression [10]. Image denoising forms
the pre-processing step in the field of photography, research,
technology and medical science, where somehow image has
been degraded and needs to be restored before further
processing. Image denoising is still a challenging problem
for researchers as image denoising causes blurring and
introduces artifacts. Denoising method tends to b e problem
specific and depends upon the type of image and noise
model.

A. Noise modelling

Noise (n) may be modeled either by a histogram or a
probability density function which is superimposed on the
probability density function of the original image (s)[2].
Noise represents unwanted information which deteriorates
image quality. Noise is defined as a function (n) which
affects the acquired image (f) and is not part of the scene
(initial signal — s). Using the additive noise model, this
process can be written as:

f(i, j)=s(i, j) +n(i, j) 1)
Digital image noise may come from various sources. The
acquisition process fordigital images converts optical signals
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into electrical signals and then into digital signals and is one
processes by which the noise is introduced in digital images.
Each step in the conversion process experiences fluctuations,
caused by natural phenomena, and each of these steps adds a
random value to the resulting intensity of a given pixel.

B. Types of Noises

e Salt and pepper noise: In the salt & pepper noise
model only two possible values are possible, a and
b, and the probability of obtaining each of them is
less than 0.1 (otherwise, the noise would vastly
dominate the image). For an 8 bit/pixel image, the
typical intensity value for pepper noise is close to 0
and for salt noise is close to 255. The salt & pepper
noise is generally caused by malfunctioning of
camera’s sensor cells, by memory cell failure or by
synchronization errors in the image digitizing or
transmission.

e Gaussian Noise: The Gaussian noise has a normal
(Gaussian) probability density function. Gaussian
noise is useful for modeling natural processes which
introduce noise (e.g. noise caused by the discrete
nature of radiation and the conversion of the optical
signal into an electrical one — detector/shot noise,
the electrical noise during acquisition — sensor
electrical signal amplification, etc.).

¢  White Noise: When the Fourier Spectrumof noise is
constant the noise is called White Noise. The
terminology comes from the fact that the white light
contains nearly all frequencies in the visible
spectrum in equal proportions. The Fourier
Spectrum of a function containing all frequencies in
equal proportions is a constant.

¢ Rayleigh Noise: It arises in Range Imaging. The
noise that follows Rayleigh distribution is called
Rayleigh noise. Rayleigh distribution is used in
medical imaging science, to model noise variance in

magnetic resonance imaging.

C. Spatial Filtering

Spatial filtering is an image processing technique for
changing the intensities of a pixel according to the intensities
of the neighboring pixels. Using spatial filtering, the image is
transformed (convoluted) based on a kernel H which has
certain height and width (x,y), defining both the area and the
weight of the pixels within the initial image that will replace
the value of the image. The corresponding process is to
convolve the input image I(i,j) with the filter
function H(x,y),to produce the new filtered image:

I'GQj)= 11)OHXY) @
Low pass filtering also known as smoothing removes high
spatial frequency noise from a digital image. The low-pass
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filters usually employ moving window operator which
affects one pixel of the image at a time, changing its value by
some function of a local region (window) of pixels. The
operator moves over the image to affect all the pixels in the
image.A high-pass filter can be used to make an image
appear sharper. These filters emphasize fine details in the
image - the opposite of the low-pass filter. High-pass
filtering works in the same way as low-pass filtering; it just
uses a different convolution kernel. Mean filtering is a
simple, intuitive and easy to implement method of
smoothing images, i.e. reducing the amount of intensity
variation between one pixel and the next. It is often used to
reduce noise in images. [4]The idea of mean filtering is
simply to replace each pixel value in an image with the mean
(Caverage') value of its neighbors, including itself. This has
the effect of eliminating pixel values which are
unrepresentative of their surroundings. Mean filtering is
usually thought of as a convolution filter. Like other
convolutions itis based around akernel, which represents the
shape and size of the neighborhood to be sampled when
calculating the mean. There are some Problem with mean
filtering.A single pixel with a very unrepresentative value
can significantly affect the mean value of all the pixels in its
neighborhood. When the filter neighborhood straddles an
edge, the filter will interpolate new values for pixels on t he
edge and so will blur that edge. This may be a problemif
sharp edges are required in the output. Both of these
problems are tackled by the median filter, which is often a
better filter for reducing noise than the mean filter, but it
takes longer to compute. The median filter is normally used
to reduce noise in an image, somewhat like the mean filter.
However, it often does a better job than the mean filter of
preserving useful detail in the image. Like the mean filter,
the median filter considers each pixel in the image in turn
and looks at its nearby neighbors to decide whether or not it
is representative of its surroundings. Instead of simply
replacing the pixel value with the mean of neighboring pixel
values, it replaces it with the median of those values. The
median is calculated by first sorting all the pixel values from
the surrounding neighborhood into numerical order and then
replacing the pixel being considered with the middle pixel
value. (If the neighborhood under consideration contains an
even number of pixels, the average of the two middle pixel
values is used). The median isa more robust average than the
mean and so a single very unrepresentative pixel in a
neighborhood will not affect the median value significantly.
Since the median value must actually be the value of one of
the pixels in the neighborhood, the median filter does not
create new unrealistic pixel values when the filter straddles
an edge. For this reason the median filter is much better at
preserving sharp edges than the mean filter. The Gaussian
smoothing operator is a 2-D convolution operator that is
used to “blur' images and remove detail and noise. In this
sense it is similar to the mean filter, but it uses a

different kernel that represents the shape of a Gaussian
("bell-shaped) hump [11]. The Gaussian outputs a “weighted
average' of each pixel's neighborhood, with the average
weighted more towards the value of the central pixels. This is
in contrast to the mean filter's uniformly weighted average.
Because of this, a Gaussian provides gentler smoothing and
preserves edges better than a similarly sized mean filter.
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There is a property of noise. Noise is generally considered
to be a random variable with zero mean. Consider a noisy
pixel, p=p0+n where pO is the true value of pixel and n is the
noise in that pixel. You can take large number of same pixels
(say N) from different images and computes their average.
Ideally, you should get p=p0 since mean of noise is zero.

You can verify it yourself by a simple setup. Hold a static
camera to a certain location for a couple of seconds. This
will give you plenty of frames, or a lot of images ofthe same
scene. Then write a piece of code to find the average of all
the frames in the video (This should be too simple for you
now). Compare the final result and first frame. You can see
reduction in noise. Unfortunately this simple method is not
robust to camera and scene motions. Also often there is only
one noisy image available. So idea is simple, we need a set
of similar images to average out the noise. Consider a small
window (say 5x5 windows) in the image. Chance is large
that the same patch may be somewhere else in the image.
Sometimes in a small neighborhood around it. The blue
patches in the image look the similar. Green patches looks
similar. So we take a pixel, take small window around it,
search for similar windows in the image, average all the
windows and replace the pixel with the result we got. This
method is Non-Local Means Denoising. It takes more time
compared to blurring techniques we saw earlier, but its result
is very good [12].

Il LITERATURE REVIEW

A. Patel et al. (2016) explained that a fundamental step in
image processing is the step of removing various kinds of
noise from the image. The important property of a good
image denoising model is that it should completely remove
noise as far as possible as well as preserve edges. The image
denoising technique will be mainly depending on the type of
the image and noise in cooperating with it. There have been
several published algorithms and each approach has its
assumptions, advantages and limitations [6].

X. Wang et al. (2016) proposed that basic principle of non -
local means is to denoise a pixel using the weighted average
of the neighborhood pixels, while the weight is decided by
the similarity of these pixels. The key issue of the non -local
means method is how to select similar patches and design
the weight of them. There are two main contributions of this
paper: The first contribution is that we use two images to
denoise the pixel. These two noised images are with the
denoising process author get a pre-denoised image and a
residual image [7].

A. Buades et al. (2015) defined a general mathematical and
experimental methodology to compare and classify classical
image denoising algorithms, second to propose an algorithm
(Non Local Means) addressing the preservation of structure
in a digital image. The mathematical analysis is based on the
analysis of the “method noise”, defined as the diff erence
between a digital image and its denoised version. The NL-
means algorithm is also proven to be asymptotically optimal
under a generic statistical image model[1].
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J. patil et al. (2015) has described that visual information
transmitted in the form of digital images is becoming a
major method of communication in the modern age but the
image obtained after transmission is often corrupted with
noise. The received image needs processing before it can be
used in applications. Image denoising involves the
manipulation of the image data to produce a visually high
quality image. The author has reviewed that the Noise
models, Noise types and classification of image denoising
techniques. The author presented a comparative analysis of
various noise suppression algorithms [8].

S. Kaur et al. (2014) has mentioned the main challenge in
digital image processing is to remove noise from the
original image. The author has reviewed the existing
denoising algorithms and performs their comparative study.
Different noise models including additive and multiplicative
types are discussed. Selection of the denoising algorithm is
application dependent. Hence it is necessary to have
knowledge about the noise present in the image so as to
select the appropriate denoising algorithm. Author puts
results of different approaches of wavelet based image
denoising methods using several thresholding techniques
such as Bayes Shrink, Sure Shrink and Visu Shrink. A
quantitative measure of comparison is provided by SNR
(signal to noise ratio) and mean square error (MSE) [9].

S. shreshtha et al. (2014); presented a new decision based
technique which shows better performances than those
already being used. The comparisons are made based on
visual appreciation and further quantitatively by Mean
Square error (MSE) and Peak Signal to Noise Ratio (PSNR)
of different filtered images [19].

J. Caia et al. (2013) introduced Scarcity based
regularization methods for image restoration assumes that
the underlying image has a good sparse approximation under
a certain system. Such a system can be a basis, a frame or a
general over-complete dictionary. One widely used class of
such systems in image restoration are wavelet tight frames.
Such an adaptive tight frame construction scheme is applied
to image denoising by constructing a tight frame tailored to
the given noisy data.

M. kaur et al. (2013) has proposed an adaptive threshold
estimation method for image denoising in the wavelet
domain based on the generalized Gaussian distribution
(GGD) modeling of sub band coefficients. The proposed
method called Normal Shrink is computationally more
efficient and adaptive because the parameters required for
estimating the threshold depend on sub band data. The
threshold is computed by Bc 2 / oy where ¢ and oy are the
standard deviation of the noise and the sub band data of
noisy image respectively. B is the scale parameter which
depends upon the sub band size and number of
decompositions. Experimental results on several test image
are compared with various denoising techniques like wiener
Filtering [15].

R. ahmadi et al. (2013) discussed image denoising called
as a mean filter that acts on an image by smo othing it. It
reduces the intensity variation between adjacent pixels. The
mean filter is nothing but a simple sliding window spatial
filter that replaces the center value in the window with the
average of all the neighboring pixel values including itself.
Image corrupted with salt and pepper noise is subjected to
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mean filtering and it can be observed that the noise
dominating is reduced[18].

T.L. Sahu et al. (2012) stated that digital images are noisy
due to environmental disturbances. To ensure image quality
image processing of noise reduction is a very important step
before analysis or using images. Data sets collected by
image sensors are generally contaminated by noise.
Imperfect instruments, problems with the data acquisition
process and interfering with natural phenomena can all
degrade the data of interest. The importance of the image
denoising could be a serious task for medical imaging,
satellite and a real image processing robot vision, industrial
vision systems, micro vision systems, space exploring etc
[24].

S. Ruikar et al. (2011) proposed different approaches of
wavelet based image denoising methods. The main aim is to
modify the wavelet coefficients in the new basis, the noise
can be removed from the data. The author extended the
existing technique and providing a comprehensive
evaluation of the proposed method. Results based on
different noise, such as Gaussian, Poisson’s, Salt and Pepper
and Speckle performed signal to noise ratio as a measure of
the quality of denoising was preferred.

L. Yan et al. (2011) has used the noisy chaotic neural
network (NCNN) that has proposed earlier for image
denoising as a constrained optimization problem. The
experimental results show that the NCNN is able to offer
good quality solutions [13].

V. Laparra et al. (2010) explained a successful class of
image denoising methods is based on Bayesian approaches
working on wavelet representations. The author proposed an
alternative non-explicit way to take into account the
relations among natural image wavelet coefficients fo r
denoising, use of support vector regression (SVR) in the
wavelet domain to enforce these relations in the estimated
signal. Since relations among the coefficients are specific to
the signal, the regularization property of SVR is exploited to
remove the noise which does not share this feature [25].

F. Palhano et al. (2010) the author presented a method for
real-time denoising of ultrasound images: a modified
version of the NL-means method is presented that
incorporates an ultrasound dedicated noise model as well as
a GPU implementation of the algorithm. Results
demonstrate that the proposed method is very efficient in
terms of denoising quality and is real-time [3].

I1l. THE PROPOSED METHOD

The proposed method is a two-step technique. In the first
step the nonlocal means denoising is applied. The results of
the first step are passed to second step i.e. hybrid
optimization.

AN N on Local Means Filtering:

Non Local mean filter si a speacial kind of non linear
filter. The basic principle of nonlocal means is to denoise a
pixel using the weighted average of the neighborhood pixels,
while the weight is decided by the similarity of these pixels.
The key issue of the nonlocal means method is how to select
similar patches and design then weight of them.
Assumptions for Non Local Means Denoising

1. Natural images have repetitive textures.



2. Pixels with similar textures will probably have Specifically, the BFOA is inspired by the chemotaxis

similar values. behavior of bacteria that will perceive chemical gradients in
the environment (such as nutrients) and move toward or
away from specific signals.

Add Noise
_ I V. RESULT S & DISCUSSIONS

Main Image Gray Scale Noisy image

3. More discriminative than bilateral filtering.

Apply Non Local M eans

Filtering

Apply Ant Colony Optimization and
Bacterial Foraging Optimization

Compare the results on the basis
of PSNR, M SE and SI

Figure.1. Flow Chart for the Proposed Method

A. Ant Colony Optimization

Ant colony optimization increases the contrast of images.
In this way, contrast enhancement is obtained by global
transformation of the input intensities. Ant colony
optimization is used to generate the transfer functions which
map the input intensities to the output int ensities. The
results indicate that the new method achieves images with
higher contrast than the previously presented methods from
the subjective and objective viewpoints. Further, the
proposed algorithm preserves the natural look of input
images. Ant colony optimization is established on the
movement of artificial ants in the search space. Each ant Figure.3. De-Noised Image after Non local Means and Hybrid Optimization
deposits a substance called pheromone when searching.

More good results achieved by an ant lead to stronger

pheromone deposition. Pheromone causes that otherants be 1 Ag|_g 1: PERFORMANCE EVALUAT ION (MEAN SQUARE ERROR)
disposed to choose previous ant’s way with more

probability. Therefore ACO uses the convergence property | 'M39 MSE (Base Method) MSE (Proposed Method)
of pheromone trails while pheromone rate and its deviation Image 1 148 120
determine the expected convergence time. On the other side, Tmage 2 140 118
evaporation of pheromone assures exploration and tries to Tmage 3 a7 157
prevent immature convergences. Ant colony optimization is age 5 T

the core of the hybrid algorithm. It achieves near optimum ) '

transfer functions. The basic component of ACO is the Image 5 144 124

dynamic evaluation value (pheromone) which affects ant’s
decision for moving. Solution construction and pheromone
update are two common stages in ACO iterations. In
addition to Heuristic values of ant’s neighborhood,

pheromone, the static evaluation value (heuristic value) is TABLE2: PERFORMANCE EVALUATION (PEAK SIGNALTO

another effective parameter in ant’s decision [16]. NOISE RATI0O)
. . S PSNR (Base Method PSNR (P d
B. Bacterial Foraging Optimization Image s (Base Method) M(thm;)ose
etho
In next stage to remove the error between original
. L . . LY 35.3 .
image and noisy image BFO is used. This optimization Image 1 5528
technique minimizes the mean square error (MSE) between Image 2 36.4 61.62
recovered image g(x, y) and the Noisy image. The Mean Tmage 3 344 57.83
SqL_Jar_e Error is (_:on5|dered as cost functlon_for BFO_ to Tmage 4 3573 R
optimize Peak Signal to Noise. The Bacterial Foraging
Optimization Algorithm is inspired by the group foraging Image 5 36.7 56.63

behavior of bacteria such as E.coli and M.xanthus.

4|Page



TABLE 3: PERFORMANCE EVALUATION (STRUCTURAL
SIMILARIT Y INDEXMEASURE)

Image s SSIM (Base Method) SSIM (Proposed Method)
Image 1 .7010 71207
Image 2 7201 .7507
Image 3 .6990 .7206
Image 4 .6787 .6997
Image 5 7017 71407

V. CONCLUSION & FUTURE SCOPE

Image denoising is an applicable issue found in diverse
image processing and computer vision problems. There are
various existing methods to denoise image. The important
property of a good image denoising model is that it should
completely remove noise as far as possible as well as
preserve edges. Non Local Means filter performs well for
Gaussian noise filtering while preserving edges and details
of the original image. Contrast enhancement is obtained by
ant colony optimization. Bacterial Foraging Optimization
Technique proves to be a robust approach for automatically
suppressing the noise yielding a better signal to noise ratio.
The results of proposed method indicate that the new
method achieves images with higher contrast than the
previously presented methods from the subjective and
objective viewpoints. Further, the proposed algorithm
preserves the natural look of input images. In the future the
techniques for colored image noise removal can be
proposed.
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Abstract - S peech technology consists of many fields such as
speech synthesis, speech recognition, speaker recognition,
speech compression, speaker verification and multimodal
interaction. The basic units of speech are word, syllable and
phoneme. As syllable is the middle unit among three basic
units. This study mainly focuses on studying the existing
syllable segmentation techniques and compares the techniques
on the basis of different categories of syllable. Basically two
techniques of syllabification were studied. First technique is
syllable segmentation using sinusoidal modeling and second is
syllabification by extracting formant frequencies. In
experimentation syllabification using sinusoidal mode ling
technique is implemented. S yllable segmentation algorithm is
applied and tested on a set of recorded words. The continuous
speech signal is divided into segments. Implemented technique
concludes that syllabification using sinusoidal modeling
technique gives accurate results for two categories of syllable.
Keywords—syllable, phoneme, sinusoidal modeling.

I.  INT RODUCT ION

A syllable is one unit of sound. Syllables have long been
regarded as units of speech perception and recognition. A
syllable contains a vowel with consonants in the initial and
the final margins. Automatic segmentation and labelling of
speech at the phonetic level is not very accurate while
syllable boundaries are more precise and well defined. In a
speech recognition frame work, although the syllable as a
basic acoustic unit suffers from the problem of training data
sparsely, techniques to improve recognizer performance even
with sma Il a mount training data with longer duration units
like the syllable e xist. Syllables are formed by adding vowels
and consonants together. For e xa mple, the word water is
composed of two syllables: wa and ter. A syllable is typically
made up of a syllable nucleus (most often a vowel). Word
that consists of a single syllable is called a monosyllable (and
is said to be monosyllabic). Similar terms include disyllable
(and disyllabic; also bisyllable and bisyllabic) for a word of
two syllables; trisyllable (and trisyllabic) for a word of three
syllables; and polysyllable (and polysyllabic), wh ich may
refer e ither to a word of more than three syllables or to any
word of more than one syllable.

Syllable Seg mentation is the ability to identify how many
syllables (or parts) there are in a word. Segmenting spoken
words into syllables is the most simple phonological
awareness skill. It involves breaking words into chunks or
beats and each beat will contain a vowel sound e.g. the word
big contains one syllable. One of the main reason for
choosing the syllable as the basic unit is that many languages
are syllable-centric. Another ma jor reason for considering
syllable as a basic unit for automatic speech recognition
systems is its better representational and durational stability
relative to the phoneme. The syllable was proposed as a unit
for ASR as early as_, in which irregularities in phonetic
manifestations of phonemes were d iscussed. It was argued
that the syllable will serve as the effective minima | unit in
the time-domain. Since then, several ASR systems have been
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developed for different languages, most recently for Indian
languages. In those researches, it is demonstrated that
segmentation at syllable-like units followed by isolated style
recognition of continuous speech performs well.

A. Types of Syllables

e Open Syllable: If a syllab le is open, it will end with
a long vowe | sound spelled with one vowe | letter;
there will be no consonant to close it and protect
the vowel. For e xa mp le He , She, me, recent,
protect, program, table, total.

e Closed Syllable: The closed syllable is the most
common spelling unit in English. When the vowel
of a syllable is short, the syllable will be c losed off
by one or more consonants. Therefore, if a closed
syllable is connected to another syllable that begins
with a consonant, two consonant letters will co me
between the syllables. For e xa mp le Shot, strut,
hostel, despite,common.

e Silent-e Syllable: These syllables end with an ‘e ’
and have another vowel. Also known as "magic e"
syllable patterns, VCe syllables contain long
vowels spelled with a single letter, followed by a
single consonant, and a silent e. For e xa mple .
Cave, home, rope, hope.

e Vowel Team Syllable: A vowel team may be two,
three, or four letters; thus, the term vowel digraph
is not used. A vowel team can represent a long,
short, or diphthong vowel sound. For exa mp le tail,
stay, snow, lie, trainer, suit-able.

e R-controlled Syllables: We have chosen the term
"vowel-r* over "r-controlled” because the
sequence of letters in this type of syllable is a
vowel followed by r (er, ir, ur, ar, or). For
e xa mple Bird, turn, cu rl, herd, word, per-form,
further.

e Consonant +le Syllables: Also known as the stable
final syllable, C-le co mbinations are found only at
the ends of words. If a C-le syllable is co mbined
with an open syllable. For e xa mp le Table , title ,
cradle, purple, cable

Il. EXISTING TECHNIQUES

Over the last few years’ number o f researchers has
been working to develop more accurate and reliable Speech
Recognition and Synthesis systems. In many o f the
researches in speech recognition the syllables are considered
as the basic units since it contains more te mpora |
informat ion than the phonemes. The syllable acts as a bridge
between the lower level and the higher level representational
tiers of language.


mailto:samanjeetkaur@gmail.com
mailto:puneet.mittal@bbsbec.ac.in

Existing technique [1] present a simple algorith m
for speech syllabification. It is based on the detection of the
most re levant energy maximu ms, using two different energy
calculations: the former fro m the orig inal signal, the latter
fro ma low-pass filtered version. The systemrequires setting
appropriate values for a number o f para meter. The
procedure to assign a proper value to each one is reduced to
the minimizat ion of a variable function, for which they use
either a genetic a Igorith m or simulated annealing. Different
estimation of para meters for both Ita lian and Eng lish was
carried out. They found the English setting was also suitable
for Italian but not the reverse.

Many syllable segmentation approaches are based
on minimu m phase group delay. T. Nagarajan eta l. [2],
proposed a segmentation algorith m which splits the speech
signal in to syllable -like units. The segmentation algorith m
is based on the min imu m phase signal derived fro m the
short-term energy. R. Janakira m et a 1.[3], developed an
syllable segmentation algorithm based on the Group Delay
(GD) and vowel onset point detection.

AHarma [4] presented a technique for
syllabification they apply sinusoidal modelling to syllables
of continuous speech and use obtained parameters fo r
recognition of a nu mber of song bird species. This technique
is purposed here as a baseline technique for bird sound
identification and therefore the goal is to evaluate how well
this fairly simple and low co mp le xity approach without any
intelligent or conte xt-aware p rocessing works for a nu mber
of species. In this article we studied automatic sound -based
identification of bird species based on syllable
segmentation. They started with a hypothesis that
identification of species could be done by comparing
sinusoidal representations isolated syllables of bird song.
Possibility to identify species on the basis of isolated
syllables instead of significantly longer song patterns would
be beneficial for many reasons.

A.V.Natarajan et al,[5] p resented a technique for
the recognition of Ta mil speech by syllable segmentation.
This study main ly focuses on syllable segmentation or
syllabification with the aim to further develop a speech
synthesis tool in Ta mil language for Hu man Co mputer
Interaction. The syllable boundaries are identified using the
formant frequency, F1. The proposed syllable seg mentation
algorith m is applied and tested on a set of recorded
continuous speech corpus. Initia lly, the continuou s speech
signal is divided into segments by removing the silence
regions. The silence re moval method used in this work
depends on features such as signal energy and spectral
centroid. After re mov ing silence portion fro m the speech
signals, the speech segments are further processed using
Linear Predict ive Coding (LPC) to e xtract the formant
frequencies. Then the peaks in the formant frequencies are
used as clue to mark the syllable boundaries in the speech.
This algorith m produced an average accuracy of 89% in
identifying syllab le boundaries when it is co mpared with the
hand labeled syllable boundaries. When a sylla ble database
is constructed using the algorithm, it can be used for
developing both speech recognition system and synthesis

system.
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I1. METHODOLOGY

The basic methodology of this technique consists of three
steps. First step is to collect data, second step to apply the
algorith m to the collected data and obtain results. Three
steps are as follows.

Step 1 Data collection: 6 syllable categories are bein g
considered in this work. 5 words under each category are
identified and speech recordings will be done fo r a Il 30
words. Recordings will be done in clean and noise free
environment. Noisy environment will give adverse effect to
the syllable segmentation algorith m. Recordings should be
in wav form. The imple mented algorith m e xtracts wav
signals only.

Step 2 Sinusoidal Modeling: Apply sinusoidal modeling to
each recording to segment it into syllables. Means pass each
recording in the sinusoidal modeling alg orith m fo r
syllabification. It will segment the word in suitable syllables
that will be compared with handballed syllables.

The basic step under sinusoidal modeling is to
decompose the speech recording into frequency and amp
litude modulated sinusoidal puls es. Each pulse will
represent one individual syllab le so that the syllables are not
overlapping in time o r frequency. In sinusoidal model short
time Fourier transform will be used to compute the
spectrogram of a speech recording. The decomposition of a
recording into N syllables will work as follows:

Algorithm

1. Compute a spectrogramof a song segment using FFT. We
denote a spectrogram a matrix S (f,t), where f represents
frequency and t istime.

2. Repeat steps 3-7 for n=1,2,3...... N-1.

3. Find fn and tn such that |S(fn,tn)| is the ma ximu m value
in the spectrogram. Th is position represents the ma ximu m
amplitude position of nth sinusoidal syllable.

4. Store frequency parameter w(n)=fn and amplitude an(0)=
20log10|S(fn,tn)| dB.

5. Start ing from |S(fn, tn)|, trace the maximu m peak of S(f,t)
For t>t 0 and for t <t0 Until an(t—t0)<an(0)-Td B, we re the
stopping criteria T is typically 30 dB. It will determine how
the sinusoidal syllable starts and ends at times ts and te
respectively around the amplitude maximum t0.

6. Store obtained frequency and amplitude trajectories
corresponding to the nth syllable in functions wn (T) and
an(T ), where T=tO-ts....... t0+te.

7. Set S(f, [ts, ts + 1, - - -, te]) = 0 to delete the area of nth
syllable.

Step 3 Accuracy Detection: After imp le menting the
algorith m on each speech recording, accuracy of each
category will be calculated using the formula given. This
will identify the category of syllab le for wh ich imple mented
algorithm performs efficiently.



Accuracy:

Number of words correctly detected by this algorithm

Total Number of words

IV. IMPLEMENT ATION

In this study we limit the test a group of 5 words for each
category of syllable. To evaluate the performance o f
imple mented algorith m random words database was
considered. Init ially the algorith m was tested for two
random e xa mp les that are water and table. For these two
words the output was 2 syllables detected by the
implemented algorithm. The results are as under.

-

Figure 1 syllables of water Figure 2 syllables of table

According to the first step of methodology Data collection
was done on the basis of studied categories of syllable.
Random words were collected fro m English dictionary.
There are six categories of syllable , for each category 5
words are listed with different number of syllab les. Then
these words were recorded in the WA V format. The WA V
file has several major advantages when it comes to
professional, high fide lity recording applicat ions. It is an
accurate, lossless format; this means that the format
reproduced the recording accurately without losing audio
quality due to the format itself. It is a very simp le fo rmat —
as a result of the files simplic ity, files are re latively easy to
process and edit. Unlike WA Vfiles, MP3s are a loss format.
This means that encoding audio to MP3 will reduce its
quality, but also reduce its file size. All the recordings were
done in noise free environ ment because noisy recordings
will affect the performance of the implemented algorithm.

The proposed algorithm was imple mented in
MATLAB and run on the entire set of collected data. The
algorith m outputs a set of detected syllable peaks for each
recorded input. Sinusoidal modelling a Igorith m is applied to
each word recording. For each input recording imple mented
algorith mproduce a frequency time graph and asignal value
graph that shows the number of syllables for each word in
the form of highest peaks.

In the third step the results were recorded for each
input. A table was constructed that compares the number of
syllables detected by the algorithm with the nu mber
syllables hand labelled. Produced results and table of
comparison shown in the ne xtsection. Fina lly the accuracy
of each category of syllable was calcu lated using the
comparison table. First category open syllable identifies
syllables of 4 words correctly fro m the 5 words and it has
given 80%. Second Category closed syllable detects 4 words
correctly fro m 5 words which gives same accuracy as Open
syllable category. Third Category Silent-e syllable detects
syllables of all 5 wo rds correctly, so imp le mented algorithm
can be considered accurate for this category. Ne xt category
Vowe | Tea m syllable detects syllables of 4 words correctly
produces same accuracy as open syllable category.Ne %
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category R-controlled, for this category the algorith m
detects all syllables correctly for all 5 words. For last
category words ending with ‘le ’, for this category the
algorith m detects syllables of 4 words correctly out of 5
words. So we can conclude that the imple mented algorith m
performs better for R-controlled words and Silent-e words
than other categories.

V. RESULTS

Imple mented technique for syllabificat ion of speech
produced following results. Results are shown category
wise. Each Figure is the output of a word.

A. Open Syllables

Figure 3.Eve-ning Figure 4. Elasticity
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Figure 7. October

B. Closed Syllables

Figure 8.Napkin

Figure 9. Hippopotamus
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VI DISCUSSION

A technique for syllable segmentation of continuous speech
signal using sinusoidal modelling is imple mented. Once the
peaks are identified the speech is segmented in to various
smaller units to constitute a syllable database. The syllab le
database can be used for both speech recognition and speech
synthesis.. A comparison table is shown below which
compares the number of syllables that are hand labelled with
the syllables detected by the implemented algorithm.
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Avenue 3 2
Speaker 2 2
Vowel Receive 2 2
T eam Moisture 2 2
Syllable Snow-Tall 2 2
Gardener 3 3
R- Mineral 3 3
controlled Disturb 2 2
Syllable Cucumber 3 3
Arithmetic 4 4
Le- Ending Abolishable 5 4
syllable Accept able 4 4
Arm-hole 2 2
Battle 2 2
Bicycle 3 3
T able 1.Comparison of syllables detected
Category Accuracy
Open Syllable 80%
Closed Syllable 80%
Silent -e Syllable 100%
Vowel team Syllable 80%
R-controlled Syllable 100%
Le-ending Syllable 80%
T able 2. Category wise accuracy
REFERENCES
[1] M. Petrillo and F. Cutugno , Francesco*A Syllable segmentation

[
[

[

[l

algorithm for English and Italian” in Eurospeech —Geneva
European Conference on Speech Com m unication and
Technology 2003.

Nagarajan T, Murthy HA, Hegde RM. Segementation of speech
in to syllable like units.EuroSpeech. Geneva. 2003.
Janakiram R, Kumar CJ, Murthy HA. Robust syllable
segmentation its application to syllable centric cont inuous
speech recognition. Proceedings of National Conference on
Communications; Chennai, India. 2010. p. 276-80.

A.Harma, “ Automatic recognition of bird species based on
sinusoidal modeling of syllables” in IEEE Int. Conf. Acoustic,
Speech, Signal Processing (ICASSP2003).

V. Anantha Natarajan and S.Jothilakshmi “ Segmentation of
Continuous T amil Speech into Syllable like units « in Indian
Journal of Science and Technology, August 2015.



A study of Deep Learning Architectures for
object detection

Payal
Research Scholar
UIET, Panjab University, Chandigarh
payalmittal6792@gmail.com

Abstract-Deep learning based methods have improved
the state -of-the -art in obje ct classification, obje ct
detection, semantic segmentation and many other
domains such as e arly stage me dical diagnosis. It
discove rs comple x structure in large traini ng inputs by
using the backpropagation algorithm to indicate how a
machine automation should adapt its inte rnal
parame te rs. De e p le arning is compose d of multiple
convolutional layers to unde rstand re pre se ntations of
data with multiple abstraction le ve Is. De e p
convolutional ne ts have e me rge d about innovative
breakthroughs in image s and vide os proce ssing. In this
paper, the main focus is to study various deep learning
archite ctures for object detection. Further, a briefidea
about C NNs, software re quire d and pe rformance
parameters have also been discussed.

Keywords- Object detection, deep learning, image,
CNN

I.  INT RODUCTION

Image processing in artificial intelligence has
shown recent advancement in computing world [1].
Image analysis can be of many aspects namely,
classification i.e. dividing the image into classes and
finding class probabilities in which input is image and
outputiscorresponding classlabel, object localization
- recognition of an object by finding coo rdinates of a
square type box called bounding box represented by
® vy, w, h, c) ie (x y) depicts top left
coordinate/centercoordinate, w stands forwidth, h for
heightand c represents class inwhich object belongs),

a. Cars in traffic as input asinference [2]
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object detection that represents identifying and
localizing multiple objects as shown in Figure.1, and
hence object segmentation that means creating pixel
wise boundary of detected object. The primary
objective is to study deep learning architectures for
object detection. The next sections cover architecture
of CNN, hardware and software required, existing
CNN architectures and performance parameters used
in deep learning.

Il.  ARCHIT ECT URE OF CNN

Convolution Neural Networks (CNN),aresult of
ILSVRC Challenge winner in 2012 [4], provides a
great help in solving object detection tasks. The
working methodology of CNN is shown in Figure. 2,
consist of multiple layers to form class scores like
convolution layer, pool layer, dense layer etc.
Convolution layer takes an input in the form of raw
pixel values of the image with a corresponding
channel (1 for grayscale and 3 for red, green, blue)
that performs dot product between image region and
multiple filter or kernels to detect edges in the image,
results in input volume of size say 224*224*12(use
12 filters). Further, activation function such as
Rectified Linear Unit (Relu) provides elementwise
activation function in non-linear way by applying max
(0, x), thresholding at 0, to output of convolutional
layer followed by pool layer that perform sub
sampling operation into spatial dimensions (width and
height), resulted in size alteration of image.

P c—,’ S = 3 s

b. Green bounding boxes (BB) display the objectsdetected with
label and confidence[3]
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Figure. 1. Input and output of object detection method[3]
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Figure. 2. Working of CNN in object detection [5]

Afterwards, final convolution feature map is sent
to fully connected layers that perform one to one
correspondence toallneurons in input volume to class
neuron layer, then compute class scores by applying
classifier like softmax, SVM etc. In real time
scenarios, itis not always poss ible to have Image Net
[6], a large image dataset to apply deep learning based
object detection algorithm so in that case, we can use
the transfer learning concept [7], in which input
images are feed into pre-trained models like Alex Net,
VGGI6 and extract features from top or multiple
network layers. After extracting features from
network layers, apply classification algorithms such as
linear classifier and SVM to predict the output. In
classification of pre-trained networks, one can choose
out of two techniques, one is image classification
using feature extraction depicted in Figure. 3(a) in
which a pre-trained model is used and freeze its layers
means make layers non-trainable except top layers
and put dataset on top of network to extract image
features using classification algorithm. In second
technique, image classification using fine-tuning
shown in Figure.3(b), in that case, training only
weights of last few layers and freeze the weights of
the filters from upper layers. By freezing few layers of
pre-trained model, but fine-tune or adjusting them to
get high accuracy.

A.  Hardware and Software

In past 2016-2018 emerging deep learning era,
there has been sudden rise in deep learning
application areas due to availability of GPU enabled
computing libraries like CUDA and OpenCL. Fastly
accessed GPUs requires fractions of second to process
an input as compared to CPU because more execution
threads running on parallel computing engines. Open
source software packages like CUDA contributing to
execute convolutions like neural network processing
with the help of efficient GPUs. In solving deep
learning problems, it is quite essential to choose
adequate DL framework to work with technology
because each framework serves different purpose and
discovering perfect solution to one’s problem is quite
a tedious task. In this section, we will discuss most
widely used DL frameworks out of dozen tools
available in the market. Technology giants like
Google, Facebook, Microsoft and Amazon are among
the companies that invest heavily in artificial
intelligence-based frameworks to solve complex DL
research challenges. Some popular frameworks are:
Tensor Flow [9], one of best open source library in
C++ and python, created by Google, most commonly
used deep learning framework by many giants like
eBay, twitter, Uber, Deep Mind etc. due to flexible

| Pre-train Classifier
mages CNN (fix)

| Pre-train Fine- Classifier
mages CNN (fix) tuning

(a) Using feature extraction

Figure.3 T echniques of CNN Based T ransfer Learning [8]
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(b) Using fine-tuning



architecture. It comes with effective data visualization
tool known as TensorBoard for network modelling
and visualizing performance; managed by a huge
community of experts, technology fims and
enthusiasts tomanage new enhancements and features
with efficient efforts; created mainly for deep learning
algorithms and also provides reinforcement learning
tools, Caffe[10] is developed by Berkeley Artificial
Intelligence Research and supported with interfaces
like Python, C, C++ and MATLAB. All pre-trained
models on this framework can be hosted from Model
Zoorepository; does not support fine granularity layer
networks like recurrent neural networks (RNN) and
language modelling; poor dealing with text, sound and
time-series data, PyTorch [11], a python version of
torch and Lua-based DL framework released by
Facebook in early 2017; simple framework that offers
high speed and flexibility so it is being considered a
competitor to TensorFlow; customized GPUallocator
that makes models handling quite easy; due to its
developer friendly nature, Facebook, Nvidia like big
companies use it to train their DL models and
Keras[12], a neural network library, written in Python,
provides a simplistic interface to build and run models
of neural networks; supports CNN, RNN on either of
TensorFlow or Theano framework; works in a straight
forward manner by stacking multiple layers in a
model that’s why it is a part of TensorFlow’s core
API.

B. Existing CNN architecturesforimage processing

An advanced architecture used in big image
recognition challenges like ImageNet used to solve a
specific problem of image recognition. All existing
architectures vary fromeach other in performance but
fall in category of deep models. Most popular
architectures have been described below:

1) LeNet-5, a breakthrough CNN by [13]coined in 1998,
used to recognize hand-written numbers. It has ability
to process higher resolution images with more
convolutional layers around 60k parameters, but this
architecture is constrained by the resource’s
availability.

2) AlexNet, scored 1st position in the ILSVRC2012 [5],
consisted of multiple convolutions and several add-
ons such as maxpooling, dropout, data augmentation,
ReLU activations and Stochastic Gradient Descent
(SGD) with momentum. Alex Net trained 60 million
parameters that makes it complex architecture.

3) ZFNet, as almost same as AlexNet. The only
difference is by tweaking the hyper-parameters of
Alex Net with top-5 error rate of 14.8% [14].

4) Inception, a CNN inspired by LeNet-5,achieved top-
5 error rate of 6.7%. Additionally, it used batch
normalization, and Root Mean Square (RMS)
propagation [15]. Their architecture consisted of 22
deep layers but the number of parameters reduced
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from 60 million (Alex Net) to 4 million in this
architecture.

5) VGGNet has very uniformarchitecture and consists of

16 convolutional layers. Most usedarchitecture for
extracting features from images [16]. It consists of
138 million parameters and top-5 error rate of 7.4%.

6) ResNet, the residual neural networkscored 1st position

in the ILSVRC 2015[17], introduced a novel
architecture with “skip connections” and heavy batch
normalization. This architecture is less complex than
VGGNetand achieves a top-5 error rate of 3.57% that
beats human-level performance.

C. Performance parameters used in Deep Learning
There are some important evaluation metrics used in
deep learning methods[18]such as classification
accuracy i.e. the percentage of true predictions
achieved from matching of class for highest
probability with target output class; Precision is the
fraction of true positives (TP) from the total predicted
results. Recall is the fraction of TP from the total TP
and false negatives (FN); F-1 Scoreis the harmonic
means of precision and recall; Intersection Over
Union (IOU) is a metric that measures predicted BB,
by dividing the area of overlap between the predicted
and the ground bounding boxes coordinates. There
exist different pooling layers such as: maxpool (most
widely used pooling technique, that considers max
value from theselected image subset); averagepool
(thataverages the neighborhood pixels); deformation
[19] (extract deformable properties producing
geometric constraints ofthe objects); Spatial Pyramid
pooling[20](performs down-sampling of the image);
and scale dependent pool layer [21] (which handles
scale variation in object recognition).

. SUMMARY

In summary, CNNs are especially useful for image
classification and recognition. CNNs make use of pre-
processing techniques that is very easy to use in deep
learning frameworks . The deep network learns the
weights automatically that in machine learning
algorithms were handcrafted. This prior knowledge
independence and minimum human effort is a major
advantage in deep learning.The flexibility that deep
networks provides makes it powerful in building an
application oriented end-to-end model. In object
detection, these deep network architectures proved

successful in various application areas .

IV.  CONCLUSION

Major progress in artificial intelligence comesfrom
deep network systems that mergecomputational
learning with innovative paradigm.While the other
network architectures were consisted of stacked



Convolutional layers but modern deep architectures
construct convolutional layers such that it allows for
more efficient learning. Almost all deep architectures
are based on a conv-pool-fully connected subset of
layers that repeats throughout the network. These
architectures serve as guidelines for machine learning
readers to solve various computer vision applications.
These architectures serve as rich classifiers that can
be used for image classification, object detection,
image segmentation, and many other more advanced
tasks
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Abstract---In orde r to e fficie ntly e nhance the contrast of the fruit
image s, a ne w image e nhance me nt me thod base d on Bacteria
Foraging Optimization (BFO)using fuzzylogicis proposed. Initially
Image s are first conve rte d into fuz z ification the n use the
me mbership function to measure the inte nsity valuesandfinallythe
defuzzification is performed to transform the image into its original
form. This me thod is fast and provide s be tte r results as compared
to other existing nature inspired optimized based imagee
nhancement techniques such as GA,ACO, PS O,ABC, Cuckoo

Searchetc.
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I. INT RODUCTION

Agriculture is very important part of many developing countries
[1]. Sorting fruits manually is very time consuming and huge
labour costs [12]. Automation in fruit industry comes into play to
increase productivity and economic growth of the developing
countries like India. For sorting the fruits using computer vision
system, itis important to detect the shape of fruitimage has to be
extracted [12]. Computervision strategies used to recognize a fruit
based on the four main features which recognize the object
intensity, colour, shape and texture [25][26][27][28][29]. During
the image capturing there is a chance of noise additively, it is
necessary to enhance the fruits images. Image enhancement is
used to improve the image quality so that the resulted image is
better than the original image. Enhancement is used to improve
the interpretability or perception of information in images for
image processing techniques. Image enhancement is very
important phase of image processing system. An enhancement
algorithmthat offers a better image quality for specific purposes.
Image enhancement includes the operation that aims at change the
photometric or structural characteristics of an image.

Many algorithms have been developed in the recent times for
image contrast enhancement. HistogramEqualization [HE] is very
popular image contrast enhancement technique, widely used in
medical, agriculture, weather forecasting, X-ray, MRI etc. Image
HE is exploited to increase the visibility of image contents by
altering the intensity value [3]. This method isnot suitable for low
contrast images. CLAHE operates on small regions in the image
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linear gray transformcurve. Intheir method they supposed that HE
will improve the contrast of the fruit image but they do not show
any results and information which needs further work and
research. Alex et.al, proposed a method to enhance images based
on a new artificial life model, inspired by the behaviour of a
herbivore organism. This organismis ina certain environment and
selects its food by travelling iteratively. This method is used for
image enhancement in the spatial domain to find the intensity
values and difference between the neighbours howeverthis model
has some limitations that howwe can find the optimized neighbour
values to evaluate the best one. The classical image processing
techniques process the crisp histograms ofthe imageswhich donot

Consider the exactness of the gray-values[23]. Also the vagueness
and uncertainty are not exactly measured with these existing
techniques. Fuzzy logic techniques are applied to overcome these
limitations. Evolutionary methods PSO, BFO and ACO used by
Hanmandhu et.al, in their different research work on image
enhancement and compared with Genetic Algorithm (G.A) and
produced results are better.

In the fuzzy image processing, before the image processing, the
image istransformed fromspatial domain to the fuzzy domain using
fuzzy membership functions. The membership values are modified
to enhance the contrast of the image and finally de-fuzzification will
convert the enhanced image to the spatial domain.

The quality of an image captured by a camera is sometimes low due
to the distortion of camera optics system, the relative motion of the
photographed object and the camera. Image enhancement is an
important technique used to improve the quality of the degraded
image and restore the image as better image as compared to the
original image.

The approach used in[23]is extended by enhance the fruitimage by
fuzzy logic technique using BFO(Batrerial Foraging Optimization).
In this approach, fuzzy technique is used to enhance the image to
analyse the image quality and improves the contrast level of the
enhanced images by choosing the optimized results produced using
BFO.

Il. RELAT ED WORK

[16]- [23]enhances the radiographic, medical, Mammography, x-
ray angiogram, infrared, microscopic, ultrasound images use fuzzy
techniques based on fuzzy set theory, fuzzy IF-THEN rules, fuzzy
operators and fuzzy membership functions. [20]enhances the medical
images using fuzzy set theory by intuitionist fuzzy set to handle the
uncertainty in the form of fuzzy membership function and produced
results suggests thatthe enhanced images are better. Medicalimages
are enhanced using the following formula:

called tiles rather than the whole image. Contrast of each tile is
enhanced that the histogram of the output region approximately
matches the histogram specified by the distribution parameters.
Distribution string specified the described histogramshape forthe
image tiles. The neighbouring tiles are then combined togeth er
using bilinear interpolation to eliminate artificially induced
boundaries. [3] retinal images enhanced by genetic algorithm for
both qualitative and quantitative performance using PSNR,AMBE g — Gmi
and RMSE.[4] enhanced the satellite image using DWT-SVD by o mn

cuckoo search algorithm for improvement of the low contrast Jmar — Ymin

images and measure the performance interms of PSNR, MSE and (1)

Where g is the gray level of that window, ranging from 0 to L-1.

gmin, gmax are the minimum and maximum values of the gray
intuitionistic fuzzy generator [20].

winAlg) =

RMSE.[3]enhanced the fruitimage by gray transformand wavelet
neural network to obtain non-linear gray transform curve.
Transformparameters are determined by different contrast type of
input image. Changing [6] enhance the fruit images by gray
transform and wavelet neural network by employing a new
algorithmbased onincomplete beta transform(IBT)to obtain non-

R.C etal [19] enhance the contrast by using a contrast
enhancement algorithm which maps elements from pixel plane to
membership plane and to enhancement plane. For image contrast
enhancement using the formula:
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[ 1(i,j)/1(i,j)] represents each pixel and pl(i,j) is the degree of
intensity level of the image with values between 0 and 1.
Xiwen L et.al [17] used fuzzy enhancement algorithm to
eliminate the noise and preserves the image intelligently by
dividing the image into close points for close point detection
using fuzzy characteristics, can be calculated as follows:
| X me i)
P =X;; = 1——‘1‘ = —1
P
3
Where Xmax is the largest gray value, Xij is the gray value of
pixel (i,j). Fp is fuzzy parameter.
When Xij —» Xmax, Pij —» 1. when Xij decreases Pij
also decreases. All Pij Consist of Fuzzy characteristic
plane.[16]

Farhang S. Et.al[16] enhance the contrast of mammography
images using a fuzzy approach. Intensity modification method
is used and fuzzification procedure is performed to transform
the modified image back into the spatial domain. Madasu h.et
al [21] is presented a approach for enhancement of color image
using fuzzy logic.

The Image Normalization Equation

GI:J:J' ] _ Hmin T ':,‘f:r!rt.r — Ymin ] * ':,‘-'fo;m':l ': t, J. :].'ffoarm.r - J-]

,{f{‘]irll’[.l' - ‘(JIOFNE'FI

4)
Where gomin and gomax are the maximumand minimum gray
scale values of the original images.[22] while the go(i,j) is the
gray scale value of the original images and g(i,j) is the gray
scale values of the normalized image at the point(i,j).

lll. Fuzzy LoGIC

A fuzzy set is a class of objects with a continuum of
grades of membership. [24] Fuzzy logic(FL) refers to a
logical system that generalizes classical two-valued
logic for reasoning under uncertainty. In broad sense, FL
refers to all of the theories and technology that employ
fuzzy sets, which are classes with un-sharp boundaries.
FL was introduced in 1965 by Lofti A. Zadeh, is a
mathematical tool for dealing with uncertainty. FL
operates on the concept of Membership Function.

The fuzzy image enhancement system can be organized
intothe folowing categories[1].

(i). Fuzzificaton

(ii). Membership

(iii). De-fuzzification

Fuzzification is the process of transforming a crisp set to
a fuzzy set. Membership Function defines the fuzziness
in a fuzzy set irrespective of the elements in the set,
which are discrete or continuous. The membership
functions are generally represented in the graphicalform.
Defuzzification is a mapping process from a space of
fuzzy control actions defined over an output universe of
discourse into a space of crisp control actions. Image
Fuzzification and Enhancement Fruit image is converted
into fuzzy domain. Fuzzy set theory is used to handle the
uncertainty [30]. Gaussian membership function is used
to convert the fruit image intothe fuzzy plane.

The standard Gaussian is defined as:

) : 2
[..ﬂ-il- y)— Lar.!rl:.r]

()

glo,y) =e—
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where f(x,y) is the input fruit image, g(x,y) is fuzzy image ,
Lmax is the maximum gray level of input fruit image and
parameter b is bandwidth of the Gaussian function that is
calculated from the following equation[30].
b = [':tupr — k) (Limar — !L'U}Jf.]]
(6)
The selection of the membership function is very important for

the image fuzzification to effectively utilize the fuzzy system,
for better results and betterinformation [22].

Formula of Gaussian membership Function are as follows:

iy W
o r—0.5(r—c)°
flx) =exp
72
@)
Where c is the mean and ¢ is variance
The notation for fuzzy membership function as follows:
){- — |”i'”|”i'|
,ff:rul
@®

where (g) denotes the degree of compatibility ofthe gwithan
appropriate image properties[1]. Transformation of spatial
domain into fuzzy domain using the Gaussian membership
function by the equation as follows:

; W2
—| gmar — Gmin)
'.thz

F*’ff':arm ] = &rp |:
9

where fh and gmax are fuzzifiers and the maximum contrast
level inthe image[1]. By changing the fh values one can obtain
the maximum values of fuzzification that can result in the
maximum enhanced values of an image.where fh is called a
fuzzifier and can be calculated using the following formula:

}rhE o Z{d—_{} : Cpar — E]-l.P[i!]
" - L—1; y P PR
Z =0 W mar — -E'JEPI‘.E'_]
(10)
The MSE and PSNR can be calculated as follows: [13]
1 m—1 n—1
MSE = =3~ 3" (1(i.) ~ I7(i.))%)
1 =0 =0
(11)
MAX?
PSNR = 10logy = ———
’ M5FE
(12)

IV. PROPOSED MET HOD

An image of size 1*J having intensity level mxy in the
range [0, A-1] can be considered.

L = U{u(mxy)}= {uxy/mxy}

Where pxy represents the membership of mxy, with mxy
being the intensity at the point(x,y)th pixel.

For clearly understanding the intensity values for
enhancement the (V) gray levelarea of the selected fruit
image is split into two regions underexposed and
overexposed respectively but in the reality, most images
are of mixed type. A parameter “exposure” is involved
here to detect the percentage of gray level in the image
as overexposed or underexposed. The amount of
intensity exposition isgivenby:



k—1

" J. F F, -
1 2;1—1 plm).m Dfu=— E ('mp(m))*
Erposure = —=2= _ k &~ 18
1 A 0 m=( (18)
A S plm)
(13) The average fuzzy contrast of the selected fruitimage is
Where m denotes the gray level values in the image, and given by:
p(m) represents the histogramof the selected fruitimage and k—1
1 ) P
A represents the gray level values. Dypfp=— EU*’}”T-.H'J”-_] .]
When an image is divided into underexposed and f: —" (19)
overexposed regions by using the value K. A Gaussian PROPOSED IMAGEENHANCEMENT ALGORITHM

membership function is used to fuzzify the sleceted fruit Step1: Convert the color RGB image into HSV format.

image as follows:
Step2: Calculate the histogramh(m) from V component of

p v 2
P Moppar — | Mgug — 11)
pmy(m) = exp{ — | —— Sl : HSV.
V2T
Step3: Calculate th using
(14) _ A-1 IR
12 1 Zm_{] [Tz ) LT )
where m indicates the region gray level in the selected fruit f b= g x—A-1; A
R R ) A ) = Z”!_{] I__.il.i'.-r-””t_r - J‘H]"lﬂ‘l‘}”]
image. M maxis used to denote the maximumintensity value
inthe image and m avg is the average gray level value in the Step4: Compute the values of Exposure and Kusing A from
selected fruit image. Fh is called a fuzzifier and the initial the eq.(13)
value for fuzzifier is found fromthe followingequation; Step5: Fuzzify V to get ump(m) and pmO(m) using
A-1p AV S . - .
f;,z 1 Zm—{] (Mpar ) p(m) Step6: Calculate the mofified membership values pmu(m)
R — R and pmQ(m) for the selected fruitimages.
2 Zm—{] (Mnar — m)?p(m)

(15) Step7: Defuzzify the modified membership values values
pmp(m) and pumO(m) using the inverse membership values.

For transforming the intensity level of aselected fruitimage,

. . . . Step8: Enhance the selected fruit image using W(m) =
from spatial domain to the fuzzy domain, A Triangular

) o ] o [W(m)] and, then finally display the enhanced fruitimage.
Membership Function is derived for the fuzzification of a

selected fruit image for m>=k is given by:
IH.[]IrHL]J - ”r[] < m BFO (Bacterial Foraging Optimization) :

BFOQis proposed in2002by Kevin Passion, a nature inspired

?—j;jfm > IS 18) optimization algorithm based on a strategy of a swarm of

' Escherichia coli. Bacteria search for nutrients also

Finally the modified Membership Function of the Selected communicates with others by s ending signals . BFO mainly
region in a fruit imageis transformed back to the spatial consist of the following foursteps:

domain i.e, defuzzify using the inverse Membership Chemotaxis
°

Functions respectively. .
e Swarming
For enhancing the Membership values of the original gray
¢ Reproduction
level of the selected fruit image is givenby:
¢ Elimination/Dispersal

1
Iu’n'r.;[u'r_ = - — e Using BFO, reviewed in literature, we have experimented
1+ e t{pmy)(m) — p, -
: A L based on the selected parameters for fruit image
a7 enhancement and noticed the huge saving in

Wheretiscalled the intensifierparameter.pc isthe crossover computation time with less number of iteratians also.

point Approximately 50 fruit images are selected for

experimental work and results produced using BFO is

For calculating the contrast measures, a set of fuzzy best as compared to other optimized algorithms

measures are defined for calculation of the objective Following steps are performed during the enhancement

functions based on contrast and visualfactors. Forevaluating process by taking the standard parameters [21]

the quality of the enhanced fruit image, the entropy and e Number of bacteria Nb =12

visual factors are used forinspecting and measuring the fruit _
P g g ¢ Swimming Length Ns=4
image quality. The crossover point from the membership . L . .
¢ Number of iterations ina chemotactic loop Ncis set to 25

values are derived for computing the fuzzy contrasts of the (Ne>Ns).

selected fruit image based on thefollowing:
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¢ Number of reproduction steps Nreis set to 4.

¢ Number of elimination and dispersal events Ned is setto
2

o Probability of dispersal is set to 0.25

¢ Location of each bacteriumwhich is a function of several
parameters, thatis,f (Ped,Nb,Nc,Nre,Ned)is specified by

a random number in therange[0-1]

Figure 1 (a) Input apple image

Figure 2. (@) Input Orange Image

V. RESULTS AND DISCUSSIONS

The Proposed approach has been implemented using
MATLAB 2013 on intel core i3-4005U 1.7 GHz Processor.
Approximately 50 images are considered and results of 5
images are presented here. Seven image enhancement
methods have been used. The performance shows that the
proposed method